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ABSTRACT

In urban air quality, Automobile sources are coesed to be threatening issue. Profuse expansi@oimfibatore
city has resulted in a drastic increase of airytimh. The main objective of this study is to mothed dispersion pattern of
vehicular carbon monoxide near busy road junctio@@imbatore city using ANN model. Two consecutilays in every
month of 2011 have been chosen to calculate 8-awerage CO concentration at six receptor pointsNANodeling
Technique has been used to predict air pollutiamcentrations in the urban environment. The modkelutate pollution
concentrations due to observed traffic, meteorglgand pollution data after an appropriate refeiop has been
obtained empirically between these parameters.pfédicted CO concentration at the receptor poirgstlzen compared
with the observed concentrations of CO. ANN metli®dised to evaluate the model performance by cdangpahe

predicted and observed CO concentration.
KEYWORDS: Air Quality Modelling, ANN - Artificial Neural Netwrk, CO Concentration, CO Prediction
INTRODUCTION

Rapid growth of motor vehicles ownership and atiéigiin indian cities are causing serious heaklhjrenmental
and socio economic impact8gdami et al., 2009. In urban air quality, automobile sources are siered to be
threatening issue. The rapidly growing vehicle tflekistance travelled by each vehicle and chandenid use pattern are
some of the primary causes of vehicular air palutnd consequently urban air pollutidhayer et al., 1999. The motor
vehicle population in India has increased from lye@r3 million in 1951 to 115 million in 2009, ofhich, two wheelers

accounted for approximately 70% of the total vedsdCPCB).

The pollutants include respirable suspended pdatieunatter (RSPM), especially BMNitrogen dioxide (NGQ),
CO and hydrocarbons (HC). Vehicular pollution is thajor contributor of urban air pollution in madtthe cities of India
and estimated to account for approximately 70% 8@pHC, 30-40% N, 30% of SPM and 10% of S@f the total
pollution load of which two third is contributed Iwwo wheelers alon§harma et al, 200%. The city of coimbatore is no
exception. Because of the city is experiencing gorential industrial and population growth, it leakigh potential for
vehicular air pollution. Further, the meteorologicanditions prevailing in the city are unfavouralfbr the dispersion of
pollutants. The most affected group of people Baarinhabitants especially the people residingheicinity of urban
roadways as well as pedestrians. The situatiomduntleteriortae at urban roads, where the vemtiias insufficient for
dispersion of pollution. Therefore, the predictiohpollutants emitted in the vicinity of urban raealy is of foremost

importance in order to improve ways to mitigateieatar pollution effect.

www.iaset.us anti@iaset.us



12 S. Muneeswaran, M. Isaac Solomon Jebamani, Bajeswaran & R. Chandrasekaran

METHODOLOGY
Study Area

Coimbatore city is a rapidly developing city aneiperiences an exponential growth in the vehicusage ani
subsequently high fuel consumption. Also the presasfindustrial activities on a large scale in and acb@oimbatore
tends to have a strong impact on the environmequtality of the city. Transportation is the primeusme of mobility in
urban society. It not only provide a fast, convahiand economical ode or carrier to meet multifarious activities
citizens but vitiates the environment in the pracey emanating obnoxious and toxic pollutants i@ gurrounding
atmosphere and there by poses serious health Isamahdman and biotic commun It has been found that the vehicular
exhaust accounts for the part of the pollution fralhsources put together in all major road juntsiin Coimbatore cityn
India. Hence, it was decided to monitor the airligqgian some selected locations. In the cur study, sampling locations

were selected based on the traffic density. Theeunations of CO |the ambient air were estima.

Sites were chosen in respect of maximum vehicudage as the basis. Six sampling stations weretsd|éar

monitoring amkent air concentration of CO over Coimbatore cit
+ Site 1: Ukkadam
e Site 2: Railway station
e Site 3: Hope college JunctionPeelamedu
» Site 4: Gandipurantzorporation Bus termin
» Site 5:Mettupalayam road bus termi

» Site 6: Lawly road

AT Paeren ——

Figure 1: Location of Six Sampling Stations
Architecture of Neural Networks

The basic components agural network architecture are shown in figui It consist of an input layer with tt
number of processing elements equal to the predieidables and an out layer with the number of processing elem
equal to the predicted variablds. between the input and output lay there are hidden layers and the numbe

processinglements in each hidden layers will be fixed oal tind error and depend on desired accuracy of the moc
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The number of neurons in the input layer equals nhenber of input variables (i.e. in the present kwor
meteorological and traffic characteristics are atslés). The output layer consists of one neuram, the pollutant
concentration. The number of neurons in the hiddgar depends upon the number of training pattatresnumber of
input/output neurons, the amount of CO in the ddte,network architecture, the type of activationdtion used in the
hidden layer and the training algorithm (AlsugandaAl-Qudrah, 1998; Sarle, 1997). One hidden ldgesufficient to
approximate any nonlinear function in additiontiput and output layers (Hornik et al., 1989). Thenber of neurons in
the hidden layer is obtained by training severalvoeks and estimating the corresponding errorshertést data set. A few
neurons in the hidden layer produce high training gesting errors due to under-fitting and statigtibias. On the
contrary, too many hidden layer neurons lead to f@ining error, but high testing error, due to ofiting and high
variance (Sarle, 1997). In the past, researched wsle of thumb’ to find the number of neurong (H the hidden layer,

as described below

Neural Network

Layer
Input _'f @ Qutput
I g% &
y | ] 1

Figure 2: Neural Network Architecture
Feed Forward Back Propagation Networks

The most suitable ANNs to interpret environmentadcesses (and among them the pollution one) argetho
known as feed-forward back propagation becausertsyinputs to outputs non deterministically (ltke natural process
they describe past experience without copyingytpptimizing forecasting of the learning sectionisl possible to reach

evidence of the ANNs to generalize classical mqdslsvriting input/output analytical formation oétwork.
Formulation of the Network
The neural network configuration is developed i fillowing stages.

e Selecting input vector

e Selecting Output vector

e Configuring hidden layer

e Normalizing input output parameters

» Presenting training pairs

» Testing the network architecture

» Organizing training set
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Selection of Input Layer Nodes

The input layer has to be configured taking intocamt the possible parameters that may influeneeothiput.
Although the network is supposed to map unknownitiél relationship between the input and outpatameters.
The performance for unseen problems, is dependeirtput parameters. The selection of input layeapeeters becomes
more important for problems like approximation afod mapping a complicated non-linear relation. Wénear it is
possible, the use of binary type of input is reca@nded instead normalized continuous-valued inpbe fetwork is
found to have performed in such a condition. Thifesncreases the number of nodes in an inputchvire justified cases

if the piece of information to be provided is ofatiimportance.
Selection of Output Layer Nodes

The selection of output layer nodes is the simpiask in the net development. Normally the numbfenuput
parameters is decided automatically by a numbetlesired output parameters. But sometimes it mayeheired to
provide a node for a parameter which is not desitedacilitate easy mapping in the functional tielaship between the

input and output parameters. The redundant notfeioutput layer may be neglected.
Configuring Hidden Layers

The selection of the number of hidden layers, thmler of nodes in the hidden layers is the mosiiesiging
part in the total network development process, Moeg, there are no fixed guidelines available fos purpose, and this
has to be trail and error method. Though some tigatsrs tired to arrive an approximate formuld| stere is no reliable
method. Therefore, generally, the decision abastttkes longer time, it may take weeks to tragnkural network. It is
proves that with a sufficient number of nodes, amctional relationship can be mapped using thealeetwork having
single hidden layer. However, an increase in thenber of hidden layers may improve the generalizagacity.
The number of hidden layers as well as the node® w#ered to achieve the accuracy and to impremeiglized

capacity.
Selection of Initial Weights

Before starting ANN training, initialization of ANMeights and the bias (free parameters) are retjuikegood
choice for the initial values of the synaptic waigtand bias of the network can be very helpful btaming fast
convergence of training process. If no proper im@tion is available, then all free parameters ef iietwork are set to
random numbers that are uniformly distributed atrell range of values. When the weights associaittda neuron grow
sufficiently large, neuron operates in the regiathiw which the activation function approaches tsr(in sigmoid function
1 or 0). With this, derivative of activation funati (DAF) will be extremely small. When DAF approastzero, the weight

adjustment (made through Feed Forward back-projpenjatiso approaches zero, which results in inéffedraining.
Normalization of the Training Data Set

In many ANN softwares, normalization (rescalingutplata between 0 and 1) of training data setdsired
before presenting it to the network for its leaghiso that it satisfies the activation functiongeb4. Normalization is also
necessary if there is a wide difference betweegesuof input values. Normalization enhances learsjreed of network

and avoids possibility of early network saturation.
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Activation Function

The non-linear relationship between input and oufarameters in any network requires a functionictvitan
appropriately connect and/or relate the correspangiarameters (Sarle, 1997). Past air pollutioatedl studies by
Gardner and Dorling (1999, 2000), demonstrated ttthyperbolic sigmoid activation function is frsand efficient in
mapping the nonlinearity among the hidden layer roes than the logistic sigmoid activation function
(Comrie, 1997; Rege and Tock, 1996). Hence, inpitesent study the hyperbolic tangent function hesnbused for
hidden layer neurons. Further, the input and oulpygr neurons use the ‘identity function’ for theéspective target
values (Gardner and Dorling, 2000).

Training and Testing

The neural networks are mostly trained using thpésvised’ learning algorithm. It is accomplishgddsoviding
known input and output data in an ordered manngheéonetwork (Rumelhart and McClelland, 1995). firag involves
finding the set of network weights thus enabling thodel to represent the underlying patterns intthming data.

It is achieved by minimizing the model error fof thle input and associated output patterns (GardndrDorling, 1998).
The ‘under-training’ of the network ‘traps’ the imang algorithm in ‘local’ minima and ‘over-traingi results in high
model prediction errors (Gardner and Dorling, 198809; Comrie, 1997). The over training can be d&diby training the
network on a subset of inputs and outputs to deternweights and subsequently tested on the rengginin

(quasi-independent) test data to assess accurdbg afodel predictions (Comrie, 1997).

Therefore, the number of training epochs is decidediding under- and/or over-training of the networ
The back-propagation learning algorithm is mostadé for air-quality modelling studies (Gardnedaborling, 1998;
Comrie, 1997). This algorithm divides the data ititcee partitions namely, the ‘training data s#t& ‘test data set’ and
the ‘evaluation data set’. The ‘training data s$etins the bulk of the data used for the trainingopses; the ‘test data set’
is used to check the generalization performanctheftrained neural network model. The trainingtgpped when the
performance on the ‘test data set’ results intoimmirm model error. Finally, the ‘evaluation datd setised to validate the
model (Gardner and Dorling, 1998). The step-by-gtegedure of the back-propagation training

Meteorological and Traffic Characteristic Variables

The ANN models were developed for respectivelyngslaily average meteorological and traffic chagastics
as predictor variables. Several hundred experimeete performed to determine the best combinatiothe number of
hidden layers, the learning algorithm and the fiemfsinction. The guidelines were considered fopading the optimum

the number of hidden layers, the learning algoriind the activation function.
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Figure 3: Structure of ANN-Based CO Model

The inputs to these runs were the meteorologicaltaffic characteristic variables in the inputdaythe output
was in terms of only pollutant concentration, C®. The number of neurons in the hidden layer wareed from 2 to 34.
The descriptive statistics test, i.d. value and RMSE (Willmott, 1982) were used toarat optimum number of neurons
in the hidden layer. As a result, a fully connediegld-forward neural network with 17 neurons in ithgut layer, a single
hidden layer, with five hidden neurons and a simgdaron in the output layer shows best predictiorihe ‘test data set'.
Table 1 shows the statistics of 24 h average ANBe8aCO models with the number of neurons in thedndlayer.
Tables lists the performance of the ANN model dyigeneralization on ‘test data set’ and. After edpd experiments, the
best model prediction on the test data set waseaetiat 150 training epochs with' = 0.01 and &' = 0.7 at model
prediction was achieved after 250 training epochhk ¥’ = 0.001 and 4’ = 0.3. Figure 2 shows the architecture of the

models with predictor variables.
Data Base Construction

The monitored data on pollutant and meteorologieahmeters from a time series. The surface temperawind
speed(m/s), wind direction (degree), Relative pmegtbpa), Pcu value (pas car equivalent) were densil as the
predictor variables for each of the pollutant ngm@0D. The outliers have not been eliminated, aseti®a enhance of
extreme events being omitted. To facilitate the parson of models between stations, a uniform detalwas created
from the pollutants and met data.

Training the Network

After deciding the number of elements in the inlayer and output layer, the numbers of hidden ke the
number of elements in the hidden layers have bhesen by trial and error. The learning parametember of cycles and

the error tolerance has given as input. The it@naticontinue by training the network with the tmagninput data set.
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The weights are initially set to random values. Tmits are then propagated forward in the netwmtid they eventually
reach the output layer. With the given learningapagter, the nodel tries to capture the non-lineanpdex relationships

between the weather parameters and pollutants otaten.

The inputs are then propagated forward in the netwatil they actually reach the output layer. btk iteration
the error between the observed and predicted valetsspropagated back into the whole network aridhie get adjusted

accordingly to reduce the error in each iteration.
Testing the Network

The trained network is fed with the testing datattis un exposed to the architecture. The weighhatfinal
iteration is assigned to the input parameters efafchitecture and the output is obtained. Thesudiffce between the

observed and predicted concentrations denotecthgacy of the model.

Files Used for ANN Modeling
Train Weight.dat File

The initialized weights for the choosen architeetwf the network in this file. During training pleas
These weights are updated after completion of gméecand finally the updated weights are storedh@ same for

computing the output of the test data.
Training.dat File

This file stores both the input parameters as agthe corresponding observed output parametestitding one
exemplar pair of training set. Number of such puaillsbe presented to the network to learn the bareof data. Tables 1

were the training data set before normalizatiorttierCO models for all stations.

Table 1: Training Data Set for CO Prediction ModelGandhipuram

Temperature | Temperature | Wind Speed | Wind Direction | Relative | Atmospheric PcU | coO
Max Min (m/s) (Degree) Humidity Pressure
28.8 20.6 0.98 128.3 76.2 960.5 50004 710
29.2 20.6 0.95 158.6 81.5 959.7 500p4 653
29.5 20.3 0.92 141.7 83.2 960.4 50004 710
26.7 17.8 1.06 183.5 86.8 961.5 500p4 653
29.7 20.9 1.62 127.2 76.9 961.3 50004 710
27 194 1.61 67.4 79.7 960.9 50054 6b3
29.1 20.4 1.41 94.1 70.4 961 50054 710
30.3 18.7 0.96 141 71.7 960.2 50054 6p3
31 21.7 0.98 103.1 77.6 959.2 50054 710
30.3 20.2 0.86 187.8 77.6 960.1 500p4 653
30.1 19 0.83 172.1 75.8 961 50054 710
31.3 154 0.79 252.8 66.8 961.1 500p4 653
30.3 14.5 0.94 172.4 67.3 961.1 50004 710
30.4 13.8 1.19 169.2 57.9 961.9 500p4 653
29.7 14.9 1.24 153.3 59.5 962.5 50004 710
29.6 20 1.68 53.4 66.4 963.1 50054 653
294 19.5 1.37 131.3 74.5 962.3 50004 710
30.5 20.1 1.25 102 71.2 962.3 50054 6p3
30 15.9 1.58 79.4 62.5 962 500%4 710
30.4 154 1.23 137.6 57.8 961.8 500p4 653
31 16.9 1.44 146.9 61.5 962.7 50054 710
30.6 19.1 1.93 57.9 66.7 962.9 50064 6p3
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Table 1: Contd.,
29 19.5 2.03 37.8 65.2 964 500%4 710
29 18.4 2.29 42.4 62.5 964.7 50054 653
29.1 18.8 2 58 62.5 964.2 500%4 710
28.7 18.8 1.86 68.1 67.7 964 50054 653
29.1 21 2.23 46 69.6 964.8 500%4 710
29.9 19.7 1.83 51.3 70.5 964.5 50064 6b3
30.8 20.4 1.51 72.6 65.4 963.8 50064 710
31.2 16 1.82 92 64.4 962.7 500%4 653
30.9 17.7 1.8 129.1 59.8 963.1 50064 710
31.2 16.7 1.52 121.3 57.8 963.5 51685 734
31.6 15.2 1.64 158.8 52.8 963.6 51685 7[79
30.1 17 2.01 114.4 a47.7 963.1 51685 7B4

Table 2: Training Data Set for CO Prediction ModelGandhipuram

Temperature | Temperature | Wind Speed | Wind Relative | Atmospheric .

I\F;Iax l?/lin (m/sg Direction | Humidity Prest)ure FEL | €9 e

28.8 20.6 0.98 128.3 76.2 960.5 50054 710 653
29.2 20.6 0.95 158.6 81.5 959.7 50054 653 653
29.5 20.3 0.92 141.7 83.2 960.4 50054 710 653
26.7 17.8 1.06 183.5 86.8 961.5 50054 653 653
29.7 20.9 1.62 127.2 76.9 961.3 50054 710 653
27 19.4 1.61 67.4 79.7 960.9 50064 653 6503
29.1 20.4 141 94.1 70.4 961 50064 710 658
30.3 18.7 0.96 141 71.7 960.2 50054 653 653
31 21.7 0.98 103.1 77.6 959.2 50054 710 653
30.3 20.2 0.86 187.8 77.6 960.1 50054 653 653
30.1 19 0.83 172.1 75.8 961 500p4 710 6583
31.3 15.4 0.79 252.8 66.8 961.1 50054 653 653
30.3 14.5 0.94 172.4 67.3 961.1 50054 710 653
30.4 13.8 1.19 169.2 57.9 961.9 50054 653 653
29.7 14.9 1.24 153.3 59.5 962.5 50054 710 653
29.6 20 1.68 53.4 66.4 963.1 50064 653 734
29.4 19.5 1.37 131.3 74.5 962.3 50054 710 734
30.5 20.1 1.25 102 71.2 962.3 50054 653 734
30 15.9 1.58 79.4 62.5 962 50054 7110 734
30.4 15.4 1.23 137.6 57.8 961.8 50054 653 734
31 16.9 1.44 146.9 61.5 962.7 50054 710 734
30.6 19.1 1.93 57.9 66.7 962.9 50054 653 734
29 19.5 2.03 37.8 65.2 964 50054 7110 734
29 18.4 2.29 42.4 62.5 964.7 50064 653 734
29.1 18.8 2 58 62.5 964.2 50054 710 734
28.7 18.8 1.86 68.1 67.7 964 50064 653 734
29.1 21 2.23 46 69.6 964.8 50054 7110 734
29.9 19.7 1.83 51.3 70.5 964.5 50054 653 734
30.8 20.4 151 72.6 65.4 963.8 50054 7110 734
31.2 16 1.82 92 64.4 962.7 50054 653 75P
30.9 17.7 1.8 129.1 59.8 963.1 50054 7110 752
31.2 16.7 1.52 121.3 57.8 963.5 51635 734 792
31.6 15.2 1.64 158.8 52.8 963.6 51635 779 792
30.1 17 2.01 114.4 47.7 963.1 51635 734 752
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Out.dat File

This file stores the results calculated by usirgyubdated weight matrix test data. For the giventivector the

output vector is stored in this file.

Table 3: Observed Value and Predicted Output of théodel-Gandhipuram

Sl. No. | CO Observed | CO Predicted
1 710 710.0649
2 653 654.4631
3 710 709.5967
4 653 653.3889
5 710 710.7085
6 653 652.9867
7 710 710.4571
8 653 653.3889
9 710 709.2723
10 653 652.8523
11 710 709.0186
12 653 654.3043
13 710 710.2696
14 653 651.3681
15 710 710.4919
16 653 652.9141
17 710 710.0867
18 653 652.3663
19 710 711.6306
20 653 654.9144
21 710 708.832
22 653 653.8305
23 710 710.6737
24 653 651.9546
25 710 707.9869
26 653 653.4111
27 710 708.6143
28 653 653.1165
29 710 710.573

Training: R=0.87415

Qutput ~= 0.74"Target + 0.058

05 0 0.5 1
Target

Figure 4: CO Concentration of Ukkadam
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RESULTS AND DISCUSSIONS

Ann model is validated against measured CO conagois, which is further applied in predicting dfet
pollutant. Randomly selected data from the samesuored traffic and meteorological data as represeirte2-7 and
Table-2 respectively. The values predicted by Ama eompared with the measured values. The emidsictors as
calculated for the mentioned motorised vehiclesnfrbhakal et al., 1998. Composite emission factaes weighted
average emission factor considering individual nearmabof vehicles of every category are calculatesetaon traffic
volume data. A 16 spoke Wind rose is generated bgkes Environmental WRPLOT View tool

(Jain et al., 2006) based on the same dataset for study area.

In order to validate the Ann model for CO in stuahga, measured CO concentrations of days are sglastith
the help of mentioned meteorological condition ameteorological and emission data and traffic voluat, Ann is run.
The linear regressions between CO concentratiorasuned and predicted by Ann are plotted and areesepted in
Figure 4 to 5. Table-3 lists the performance diatisof the Ann model predictions of CO concentrasi on the, six
sampling station in Coimbatore. THevalue for Ukkadam, Railway station, Hopes Collegandhipuram, MTP Road and
Lawly Road are found to be 0.821, 0.985, 0.9857D.&spectively. It indicates that the model perfdretter at all the
above stations. Further the prediction of CO cotreginn are also closely matching with the obser@€l concentration.

Figure 4-5 shows observed versus predicted CO otratn for all the six sampling stations.

Table 4: The Performance Statistics of the ANN Mode

S.No| AAQ Station R?
1 Ukkadam 0.87415
2 Railway station 0.89751
3 Hopes College 0.88015
4 Gandhipuram 0.86208
5 MTP road 0.89241
6 Lali road 0.90595

CONCLUSIONS

The study deals with an approach for validation apglication ANN model for a busy road juctions in
Coimbatore city for CO. It has been inferred th&dMmodel prediction is more accurate as it resemtiie real scenario

ideally and exhibits better correlation with measlvalues frbeing 0.82 to 0.99). The study also shows a tygikample

Impact Factor (JCC): 2.6676 Index Copernicus Value (ICV): 3.0
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pollutant contour around the study area, basegatiaé data prediction. This approach of modellimgs would be helpful
for air quality planning for the city of Coimbatomghere spatial distribution of air quality is recpd to estimate.
The present work provides vital statistics and glineés on the choice of the ANN-parameters, e.gnewto stop’ the
training process and determination of the learrpagameters in Feed forward back propagation legraigorithm.
Multilayer neural network technique has been usedi@velop short-term ANN-based Co model for theqaitlity

prediction purposes at a traffic intersection aridréal road in the Coimbatore city.

The daily time series of Co concentration, metamgiolal and traffic characteristic variables, caiet for the
years from 2011, Jan to Dec, have been used fimirtga testing and evaluation of the ANN-based nt@d&he models
have been formulated following input data setshweibth meteorological and traffic input data. Thgression coefficient
for all the prediction models are nearly 0.8 theakies are slightly away from the ideal value o&pthey are found
appreciable as for as the air quality models areemed. These models can be implemented at UkkaRaiwaystation,
Hope college junction, Gandipuram bus terminal, thfetlayam road, Law lyroad. The prevailing metengadal
parameters the selected monitoring stations isobtiee reasons for improved efficiency of the med&ince the modeling
technique is simple to the models can be develdpedhor term application using the data over artsperiod during

which chance of occurrence of cycles trends ofutatits concentration is implausible.
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